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Abstract

Self-localization of users and their wearable computers
is essential to many applications, but so far, most imple-
mentation rely on a-priori information and pre-deployed
infrastructures such as maps. We show how techniques
from mobile robotics, namely simultaneous localization and
mapping can be used to automatically generate both local-
ization information and 2D environment maps using head-
mounted inertial and laser range sensors. We present an
initial implementation and the results of a number of ex-
periments conducted in an office environment with focus on
map degradation caused by shape ambiguities in the envi-
ronment such as corridors.

1. Introduction

Self-localization of wearable computers and their users
is one of the most important sources of context information
in wearable computing and other pervasive computing ap-
plications. There are many systems in use and described in
literature that use pre-deployed infrastructure for localiza-
tion, ranging from global systems such as GPS to various
indoor localization systems [23], e.g. based on existing or
special-purpose hardware. The latter systems have in com-
mon that they usea priori information such as site survey
data.

In situations where the environment is previously un-
known, localization infrastructure can be deployed by
users [13]. Systems based on inertial navigation [14, 2] can
track the motions of pedestrians in buildings. However,
when localization is performed in previously unknown ar-
eas, its usefulness is limited as no further information such
as maps is available.

We present an approach for indoor localization and map-
ping that does not requirea priori information and no user-

deployed markings or beacons. This approach is especially
suited for time-critical applications such as Urban Search
and Rescue. In addition to the localization information, it
generates a map of the environment by using techniques
from mobile robotics. In mobile robotics, sensors measur-
ing the distance to obstacles such as 2D laser-range scanners
can be used to create current local maps of the environment
of the robot. Matching current scans of the environment
with previous scans ora priori map data (so-called scan
matching) can be used to improve wheel-rotation odometry
based position estimates of the robot and to create global
maps.

The incremental acquisition of maps during exploration
of previously unknown environments constitutes a funda-
mental problem in mobile robotics. It is referred to as the
simultaneous localization and mapping (SLAM) problem.
The complexity of this problem arises from the fact that a
robot needs a map of the environment for its localization
and at the same time for generating a map a robot needs to
know its own position. A naive approach of creating maps
by joining local maps based on odometry is possible, but
with errors in map matching and odometry, global consis-
tency of these maps degrades over time. More elaborate
algorithms are used to maintain map consistency.

2. Related Work

Sensors used for SLAM are odometry and obstacle or
landmark detectors. In our case we concentrate on laser
scanners for obstacle detection. A so-called LADAR (Laser
Detection and Ranging) measures the distance to reflecting
surfaces of obstacles. Typical laser scanners perform a cir-
cular scanning measurement in a horizontal plane and return
a vector of distance measurements. The vector elements
correspond to individual range measurements taken at fixed
angles.

There are multiple approaches to solve the SLAM prob-



lem (see [21] for a survey). The two main directions are
Kalman filtering [25] and particle filtering [5, 22]. Doucet et
al. [3] introduced Rao-Blackwellized particle filters (RBPF)
as a solution approach for the SLAM problem. This ap-
proach applies a particle filter where each particle has its
own map and represents a possible trajectory. The first
implementation of this technique was FastSLAM by Mon-
temerlo et al. [17, 18] for landmark based maps. Rao-
Blackwellized particle filters were used to estimate the
robot path where each individual map is represented by a
set of features. In contrast to FastSLAM for landmark based
maps, in the work of Eliazar et al. [4] there is no need of
existing landmarks in the environment since the map is rep-
resented by evidence grids. Hähnel et al. [9, 8] extended the
idea of FastSLAM with grid maps and in addition decreased
the number of particles by combining scan matching with
Rao-Blackwellized particle filtering. Thereby, sequencesof
laser measurements are used to correct the odometry mea-
surements. This allows for a more accurate map estimation
and at the same time reduces the number of particles needed
for the representation of the posterior. Grisetti et al. [6,7]
extended this idea and presented an improved proposal dis-
tribution in their work GMapping which generates particles
more efficiently than Ḧahnel’s approach.

Kleiner and colleagues [12] introduced an RFID based
SLAM in order to provide a better coordination between
robots in search and rescue area. This approach was ex-
tended for pedestrians [10, 11]. In this technique, RFID
tags are actively deployed along the path which have the
information of trajectory and the explored map until that
point for each pedestrian. By using this information each
explored portions of the map are combined to a globally
consistent map according to the method introduced by Lu
and Milios [16].

In this paper, we used the GMapping implementation
from Grisetti et al. [7] which is available on OpenSlam [1]
as the basis for our implementation. First, we show how a
Rao-Blackwellized particle filtering works in order to solve
the SLAM problem and then we introduce quick solutions
for the adaption of the mapping algorithm to the wearable
setup.

3. Mapping with Rao-Blackwellized Particle
Filters

The goal of the Rao-Blackwellized particle filters [3] is
to estimate the mapm and the trajectoryx1:t of the robot
given the observationsz1:t measured and odometry controls
u1:t−1 executed so far. Since each particle possesses its own
map and trajectory, it treats the entire problem as a collec-
tion of two separate sub-problems: estimation of the trajec-
tory and the map estimation. After computing the trajec-
tory p(x1:t|z1:t, u1:t−1), the knowledge of the observation

history z1:t is then used along with the trajectoryx1:t to
compute the mapp(m|x1:t, z1:t) with the following factor-
ization

p(x1:t,m|z1:t, u1:t−1) =

p(m|x1:t, z1:t)︸ ︷︷ ︸
map estimation

p(x1:t|z1:t, u1:t−1)︸ ︷︷ ︸
trajectory estimation

. (1)

The main problem of the Rao-Blackwellized approach
is the necessary number of particles to generate the map.
Grisetti et al. [7] compute an improved proposal distribu-
tion which takes into account the most recent observations
to draw the next generation of particles. Each pose of the
particle is first updated according to the odometry motion
model. Subsequently, a scan matching algorithm is initial-
ized with this pose and used to correct the pose obtained
from odometry data. In this manner, the particles are fo-
cused only on the important regions of the distribution. The
employed scan matching technique tries to find the most
likely pose by matching the current scan against a pre-built

map with the following equation wherex
′(i)
t

is the initial
pose estimate obtained from odometry

x̂
(i)
t

= argmax
x

p(x|m
(i)
t−1, zt, x

′(i)
t

). (2)

4. HeadSLAM - SLAM for Wearable Scenario

Grisetti et al. [7] assume the following for their imple-
mentation:

• The laser scan data comes from a heavy-duty 2D long-
range laser such as a SICK LMS2001.

• The laser scanner is mounted so that it scans a fixed
horizontal plane.

• Odometry information is available from the robot plat-
form.

In order to design a wearable system, we replaced
the heavy-duty (4.5kg) long-range scanner with the much
lighter (160g) short-range laser scanner Hokuyo URG2 (cf.
Figure 1).

Pedestrian motion makes it impossible to mount the
scanner in a way that it scans a fixed horizontal plane. We
therefore mounted an inertial measurement unit (IMU)3 to
the Hokuyo URG on the helmet in order to estimate the head
motion and correct the scan data (cf. Figure 1). The IMU
output consists of roll, pitch and yaw angles(ϕ, θ, ψ) that
indicate the orientation of the sensor relative to the direction

1SICK:http://www.sick.com/
2Hokuyo URG:http://www.hokuyo-aut.jp/02sensor/07scanner/urg.html
3XSens IMU:http://www.xsens.com/



Figure 1: The test person with Hokuyo URG laser scanner
and XSens IMU mounted onto her helmet.

of gravity and the earth magnetic field. It also provides three
acceleration values in the frame of reference of the sensor.

For pedestrians, there is no simple way to obtain odom-
etry information[14, 2], i.e., consecutive motion vectorsde-
scribing the motion of the pedestrian in 2D or 3D space.
We implemented a simple step detection process into the
motion model which detects a step occurrence of the pedes-
trian by observing the vertical acceleration data provided
by the IMU and, together with the orientation data, gives an
initial pose estimate4.

4.1. Transformation of Scan Data

Since the head of the pedestrian is not stable while walk-
ing, the plane of measurement of the laser scanner moves
and each successive set of laser scans is therefore associated
with their own set of tilt angles. These scan measurements
collected in 3D space cannot be used immediately as input
to the SLAM algorithm without pre-processing.

First, based on the measured range of the laser scanner,
we compute the 3D position of the corresponding scan point
relative to the local coordinate frame of the laser scanner.
Then we use the 3D affine transformation to transfer the
same scan point in the global coordinate frame. Let(x, y, 0)
be the scan point5, the coordinates(x′, y′, z′) of this point in
the global frame is found by multiplying it with the rotation
matrixM = RZ(ψ)RY (θ)RX(ϕ)





x′

y′

z′

1



 = RZ(ψ)RY (θ)RX(ϕ)





x

y

0
1



 (3)

whereϕ, θ, ψ correspond to roll, pitch and yaw.
We projectx′, y′, z′ onto the horizontal plane and com-

pute a new projected ranged′
i

for each laser beam in the

4Note that head direction and direction of motion can be different but
can be measured independently at the expense of a second IMU device
mounted at the hip

5The scanner only produces 2D data, therefore the z coordinate is set
to zero
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(a) Binary classification of the
walking state.
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(b) Vertical peaks occurred while
the person is walking.

Figure 2: Detection of the motion state as “walking” or
“standing”.

horizontal plane. This projection is correct under the as-
sumption that walls and other objects have surfaces that are
vertical. However, this assumption does not hold if the laser
beam hit the ceiling or the floor. Based on a known mount-
ing height of the sensor and assumed ceiling height, we can
identify these cases and remove such beams from the data
produced.

4.2. Step Detection as Initial Odometry

Our initial test was performed with the odometry infor-
mation set to zero, i.e. we assumed that the scan match-
ing implemented in the original algorithm could generate
updated position information. However, the scan matching
without any initial pose estimate could not give us reliable
position updates to acquire a usable map. To overcome this
problem, we integrated a simple motion model which de-
tects a step occurrence by observing the vertical accelera-
tion, similar to the approach used by Ladetto et al. [15]. If
the vertical acceleration exceeds a threshold value in a de-
fined time interval, we assume the pedestrian to be walking
forward in the direction of view with a fixed speed, other-
wise, we assume the pedestrian to be standing. Figure 2
shows the classification of walking state and the occurred
peaks in vertical acceleration while the person is walking.

According to Ladetto et al. [15] the most natural step
frequency for an average person is around 110 steps/min
(∼1.8Hz) and the mean step length is 75 cm. In our model,
we therefore used an average linear speed of 1.35 m/sec as
initial odometry guess in cases where the motion state is
classified as “walking” and 0 m/sec otherwise. With the
integration of step detection process, scan matching can be
used to correct the position estimate.

5. Experiments

We evaluated the HeadSLAM scenario by a set of ex-
periments. The data sets for the experiments were gathered
in two distinct office environments as depicted in Figure 3.
The first environment is a40m x 17m corridor with several



(a) Corridor with adjacent of-
fices with corresponding 16
reference positions.

(b) Large room with corre-
sponding eight reference po-
sitions.

Figure 3: Outline of two office environments used for ex-
periments.

adjacent offices(cf. Figure 3a). The second environment is
a7 x 8m2 room where four different obstacles were placed
in the field of view at head level as shown in Figure 3b.

To provide ground-truth position information, both areas
were equipped with surveyed visual markers. The corridor
had 16 visual markers placed at locations along a specified
path. For the experiment in the room, eight visual mark-
ers were used. The exact locations of all reference markers
(i.e. in both reference scenarios) were surveyed manually
using a measuring tape. When recording the data in each
run, whenever a certain reference position was passed, the
data from the laser scanner measured at this point in time is
associated with the particular reference position by creating
a time stamp.

During our experiment we configured the implementa-
tion by Grisetti to use 100 particles. A new observation was
integrated to the filtering process whenever either five range
scans were recorded or a rotation greater than 0.5 radians
(∼28◦) was observed.

5.1. Experiments with Manual Position
Data

In the first experiments, we provide precise manually
generated odometry input in order to obtain a performance
baseline. These experiments must show the accuracy of es-
timated positions of predefined target markers when ideal
odometry information is available. Using visual mark-
ers as reference positions, the artificial odometry data was
produced by interpolating the trajectory between neighbor-
ing reference points linearly under the assumption that the
translational walking speed was constant. Over the course
of recording of the laser data, the view direction was kept
aligned with the primary walk direction. There was no addi-
tional motion of the head other than the vertical one, which
arises naturally from the lifting of the body while walking.

The first initial experiment was performed in the corridor
along with 14 open office rooms. It was assumed that dur-
ing the walks through the corridor the laser scanner would
be able to detect portions of the adjacent offices such that

(a) Basic map output with walk
trajectory.
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Figure 4: Resulting map of the corridor along with 14 open
rooms and plot of localization errors.

the scan matcher could correct the poses with sufficient ac-
curacy based on the available features in the environment.

As shown in Figure 4a, the test person started at the left
side of the corridor and walked with constant speed to the
upper part of the corridor along an l-shaped trajectory. Each
yellow point in the graphic corresponds to a visual marker
placed in the corridor. Although 14 office rooms were open
while taking measurements, the laser scanner was unable to
detect the whole area of most of the rooms precisely. For in-
stance due to its limited range up to four meters, it was not
possible to detect the back wall of the rooms from the cen-
ter of the corridor. Furthermore one side of the room was
covered due to walk direction. As a consequence the exis-
tence of the rooms along the walk trajectory provided less
distinctive features to facilitate scan matching than initially
expected.

In order to analyze the results in a quantitative way, the
distance between the estimated position and reference posi-
tion was measured. Figure 4b shows the obtained error plot.
It is shown that a maximum displacement error of about
12 meters occurred even though accurate position data was
provided as input. When looking at the trajectory data, it
can be seen that the algorithm under-estimated the real dis-
tance travelled. In cases where no object is detected in the
maximum range, the scanner reports no distance informa-
tion. Due to this factor, incorrect pose hypotheses are gen-
erated in the direction of the corridor.

As a working hypothesis, it was assumed that this large
error value on the displacement arises due to the lack of
laser-detectable features along the corridor. In order to sup-
port this hypothesis, another data set was recorded in the
corridor where all office rooms were closed. In the corri-
dor where all the rooms were closed, the error between ref-
erence and estimated position accumulates to a maximum
of 18 meters. This error is much higher than in the first
scenario due to the lack of accessible rooms which provide
some kind of distinctive features to facilitate scan matching.

However, an error greater than 10 meters as observed in
the open-door experiment limits the use of this approach in
realistic application scenarios.



(a) The test person starts in
the upper part of the room
and walks around the loop.
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Figure 5: Results of the data set recorded in the room with
a dimension of7 x 8m2.

Therefore, a further experiment was devised not in a
corridor but in a single large room with distinct obstacles
placed as depicted in Figure 5a. The room is large in re-
spect to the maximum detectable area of the laser scanner
which means that the laser scanner can still detect only one
part of the room. In order to compensate for this incomplete
perception and provide laser detectable objects in the range
of the scanner, additional objects such as movable walls and
flip charts were placed in the middle of the room. It was to
investigate the influence of both the environment configu-
ration and the existence of laser-detectable objects in the
environment.

The walk trajectory of about 25m started from the zero
position shown in Figure 3b and consisted of a single traver-
sal of the reference points ending again at the starting posi-
tion. Figure 5 shows the map acquired in the room and the
error plot of localization errors. The maximum localization
error is 0.7 meters. Good estimation of reference positions
is due to existence of distinguishable obstacles in the maxi-
mum range area of the laser scanner. On the other hand, the
structure of the room and the corridor looks different.

This experiments shows that there is a need for some
unique obstacles in the range of laser scanner to decrease
the pose uncertainty. Based on this finding, in the next ex-
periment the same corridor is evaluated with several obsta-
cles such as movable walls and flip charts placed along the

(a) Map of the same corridor
where 14 rooms were open and
several objects were placed along
the path.
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Figure 6: Results of the data set recorded in the corridor
with several obstacles.

(a) Generated map of the corri-
dor using sensor-derived position
data.
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Figure 7: Results based on sensor-derived position data.

corridor such that the predefined path was not blocked. The
availability of obstacles can provide that the laser scanner
does not return its maximum range in the direction of corri-
dor but distance values to those objects. Additionally, doors
of the 14 office rooms were open during the data recording.

The resulting map and a comparison of position errors
are shown in the Figure 6. The results show a significant
decrease in the error of the pose estimation in comparison
to the original corridor setup. In fact, the error rate is de-
creased to half the amount measured previously.

We showed that even though ideal pose information was
given as input to the mapping algorithm, a large displace-
ment error of about 12 meters develops in a featureless cor-
ridor. To show that this pose uncertainty is due to a scan
matching problem, we performed another experiment in a
single large room where only an error of 0.7 meters arose.
The structure of the room and the existence of other obsta-
cles in the range of laser scanner lead to a performance im-
provement. Thus, in the last step several movable walls and
flip charts were placed in the corridor and a new data set
was recorded in the same path predefined before. By do-
ing so, the localization error could be decreased to 6 meters
which amounts to only half of the original error.

5.2. Experiments with Sensor-Derived Po-
sition Data

In these experiments, we used the yaw angle data from
IMU sensor for the heading direction. Moreover, we cre-
ated odometry data from our simple motion model based
on step detection. The model assumes a default fixed trans-
lational velocity of 1.35 m/sec in cases where the motion
state is classified as “walking” and 0 m/sec otherwise. We
compared localization and mapping results using manually
generated poses and odometry poses obtained from sensor
data. Figure 7a shows the resulting map with default trans-
lational velocity of 1.35 m/sec. Different cumulative errors
for each of speed values are shown in Figure 7b.

As can be seen from the figure, the cumulative errors de-
crease inversely proportional to linear speed values. Appar-
ently, the error rate reaches its minimum if the average lin-



(a) Map generated
with a given lin-
ear speed of 1.35
m/sec.

(b) Map generated
with a given lin-
ear speed of 2.00
m/sec.
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Figure 8: Mapping results and cumulative error plot of the
data set recorded in the large room.

ear speed per second for walking was taken as 2.00 m/sec.
However, this speed value exceeds the average linear speed
of ∼ 1.2 m/sec of the pedestrian which was measured dur-
ing recording. A high speed value of 2.00 m/sec eliminates
the general scan matching problem which drags the posi-
tion of the pedestrian back because of very similar structure
of the corridor. However, it does not mean that a higher
value is optimal under other circumstances. An extreme
estimation for the translational velocity can lead to severe
inconsistencies in the environment map as shown in Fig-
ure 8. The evolution of errors was inverse there as the er-
ror became larger proportional to linear speed values such
that 2.00 m/sec gave the largest error. Figure 8 shows that
the localization error was minimal when manually gener-
ated precise odometry was used. Furthermore, the default
value of 1.35 m/sec for the average linear speed gave by far
the closest result to this simulation, contrary to the corridor
case.

In another experiment, we carried out a large amount of
head motion during data recording in the corridor (i.e. cor-
ridor with several obstacles along the path). Figure 9 shows
the acquired map and the trajectory. The map includes mea-
surements affected by a high level additional of head motion
along all three degrees of freedom. The difference of the
trajectory which is caused by the additional head motion is
quite obvious to detect in the figure. The path follows a

(a) Generated map for scenario
where a high level of head motion
was encountered.
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Figure 9: Influence of the head motion on the map and the
noise behavior of this effect.

(a) map 1

(b) map 2

(c) map 3

Figure 10: Maps of three different run throughout the corri-
dor where different number of rooms are explored.

zigzag course because of the difference between the human
body motion and a typical car-like robot motion. The hu-
man body can move holonomically along the path, which
means that it can move in any direction while at the same
time controlling the rotation of the head. However, non-
holonomic car-like robots are restricted to move always in
the direction of the its heading orientation. The typical mo-
tion models used for map and localization estimate are those
which are restricted by non-holonomic constraints.

In order to analyze position errors that occur due to the
head motion in different directions while walking straight,
different kinds of Gaussian noise were added to the odom-
etry information of the data recorded without head motion.
When looking resulting maps for each noise set, we saw
that the motion of the head causes some noise in〈x, y〉 lo-
cations because of its holonomic behavior. This compari-
son can be seen in Figure 9b. The trajectory estimated with
head motion was closest to the one obtained with a noise
of 〈5, 5, 0〉6. The other trajectory in the figure shows that
a noise added to the heading direction effects the estimated

6The values〈x, y, θ〉 correspond to the standard deviation of the Gaus-
sian noise with the units: centimeter, centimeter, degree
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positions drastically.

5.3. A More Complex Structure

This experiment was carried out in the same corridor pre-
sented above where additional rooms were entered during
data acquisition (cf. Figure 3a). Three different data sets
were recorded in which a different number of rooms are ex-
plored. Besides, while exploring the inside of the rooms,
the walk action was stopped repeatedly for short periods of
time. We used sensor-derived position data for these exper-
iments.

Figure 10 shows the generated occupancy grid maps for
each data set. Moreover, the localization errors of the ref-
erence positions are investigated once again. As before, the
distances between real and estimated positions of the ref-
erence points are measured. Figure 11 shows error plots
for each map. According to these results, the localization
error decreases inversely proportional to number of visited
rooms. This is due to the laser scanner gaining more in-
formation while exploring in contrast to the situation in a
featureless corridor. The more rooms are explored during
data gathering, the better are the localization results. The
error is minimal with a value of six meters in Figure 10a
where eight rooms are visited along the corridor. In Figure
10b, the localization error is a a maximum with 10 meters.
Here, only a minimum number of six rooms were visited.

A particularly difficult problem in map acquisition is
loop closure. Whenever a large cycle is traversed in the
environment, it must be recognized that currently perceived
sensor data matches previously compiled parts of the map
which leads to hard data association problems. In order to
analyze the ability of HeadSLAM to perform loop closure,
we employed the same data sets used above along with their
second part where the same rooms were visited in reverse
order on the way back to the original starting point7. Fig-
ure 12 shows one of the three maps (Figure 10a) where a

7Since large structures with several loops were not available in the envi-
ronment where the experiments of HeadSLAM were performed, the tests
were constrained to the same corridor where predefined path and same
rooms were revisited on the way back.

Figure 12: Occupancy grid map of the corridor when the
same path traversed back and a loop closure is performed.

loop closure was performed. As can be seen from the fig-
ure, even though the first two rooms on the right side of the
corridor can be associated truthfully on the way back, the
rooms which were visited first cannot be recognized cor-
rectly and thus alignment errors occur as depicted in the
figure. One of the main reasons why the application was
unable to close the outer loop correctly was that the parti-
cles which were required later to close the loop correctly
were deleted too early which is also known as particle de-
privation problem [24]. Whereas in the context of mobile
robotics, methods exist [20] to reduce this risk by forcing
the robot to leave an inner loop and to explore unknown ar-
eas, these techniques are generally not directly applicable in
the considered wearable scenarios due to the idiosyncrasies
of the scenario rather than for technical reasons.

6. Conclusion and Future Work

In this paper, we presented how simultaneous localiza-
tion and mapping can be used by pedestrians to acquire
maps of previously unknown environments. We presented
modifications for the wearable setup such as the process-
ing for unstable head motion and the creation of odometry
information. We tested our approach in a number of exper-
iments.

We showed that the existence of distinguishable obsta-
cles in the range of the laser scanner improves the perfor-
mance of scan matching and consequently the estimation of
poses. When different laser detectable obstacles were made
available in a corridor, the localization error could be cut
in half (from 12 to 6 meters). Moreover, we investigated
the effects of different linear walking speeds on the qual-
ity of map compilation and localization. We analyzed the
noise behavior of the head motion and its effects on the es-
timated trajectory as well as on the map. We found that the
holonomic motion of the human body leads to appearance
of noises on the estimated locations. We recorded differ-
ent data sets in a more complex structure and we evaluated
the ability of our approach to perform loop closures. We
showed that the more areas explored, the better is the per-
formance of the scan matching and thus the localization re-



sults.
In order to overcome encountered problems of scan

matching with a short-range laser scanner in featureless
structures, a modified version of scan matching described in
[19] will be used and evaluated in future experiments. Fur-
thermore, improved pedestrian localization systems will be
integrated in order to provide a better initial pose estimate.
Equipping the pedestrian with a visual camera can also be
an alternative to obtain a better pose information by using
3D visual odometry. Combining our approach with RFID
based SLAM may overcome the problems encountered dur-
ing loop closures. A further step will be the application of
this scenario to acquire 3D maps of the environment.
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