Computer Networks - Overview:

Computer Network Terms

Common functions and devices in computer networks

Structure of computer networks

Many examples with some detailed information

Computer Networks - The Plan:

e now - spring break: HDLC, Ethernet (“Low-Level”)

e spring break - end: IP, TCP and applications ( “High-Level”)

Operating Systems: Missing things:

e API: Application Programming Interface

e Files, Filedescriptors

APIs:

Apphicati Applicati Applicati
Program Program Program

! ! !
API

Kernel

Drivers
!
1/0 Hardware

e Operating systems define an API
e Application programs communicate with the OS only by usmgAPI

APIs:



e APIs can be very different in size:

— Win32: 2016 Functions
— Linux: 190 System Calls (Linux 2.2)
— Minix: 53 System Calls

e Some common UNIX system calls: read, write, open, closé, fall, sbrk

e System calls are initiated in the application program becexed by the operating system:
context switch (implemented through trap)

Examples for (unix) API functions:

Memory management: malloc, free, sbrk

1/0: open, close, read, write, fstat, ioctl

Network: socket, bind, connect, shutdown, send, recv
signals and process control: signal, kill, fork, execvp
synchronisation: sema_post, sema_wait, sema_trywait

File Systems and APIs:

Almost all general purpose OS control disk devices througtsfistems

Exceptions: Some database server systems access disksidiviectly

A file system is a method of assigning names to sequenceslobldisks and con-
trolling access to them.

Examples: Dos Fat32, Linux Ext3, ReiserFS

How does it work ?:

h = open("thefile", O RDWR O CREAT);
wite(h, buffer,length_of _buffer);
cl ose(h);

How does it really work ?:

h = open("thefile", O RDWR O_CREAT);

if (h==-1) {printf("Error _%\n", errno);
perror("FilelO');exit(-1);}

n = wite(h, buffer,|ength_of _buffer);

if (n==length_of _buffer)
printf("successful wite_of_buffer\n");

if (n==0) printf("nothing_witten\n");

if (n==-1) { printf("Error_%\n", errno);
perror("FilelO); }

n==cl ose(h);

if (n==-1) { printf("Error_%\n", errno);
perror("Filel O);}




A look inside: Linux:

struct task_struct {

volatile long state; /* -1 unrunnabl e,
0 runnabl e, >0 stopped */
unsi gned long fl ags; /* per process flags,

defined bel ow */
int sigpending;

filesysteminformation */

struct fs_struct *fs;
/* open file information */

struct files_struct *files;
namespace */

struct namespace *namespace;
signal handlers */

.

*

*

from linux 2.4.20 include/linux/sched.t—

Alook inside: Files of a process:
Idea of thef i | es_struct foraprocess...

0(stdin) File Object
File Object
File Object

1(stdout)

2(stderr)

A look inside: Linux:

struct files_struct {
atom c_t count;
rw ock_t file_lock;
int max_fds;
int max_fdset;
int next_fd;
struct file ** fd;
fd_set *close_on_exec;
fd_set *open_fds;
fd_set close_on_exec_init;
fd_set open_fds_init;
struct file * fd_array[ NR_OPEN_DEFAULT];

from linux 2.4.20 include/linux/sched.l—

A look inside: Linux:

struct file {

struct |ist_head f_list;
struct dentry *f_dentry;
struct vfsnount *f_vfsmt;
struct file_operations *f_op;
atomc_t f_count;
unsi gned int f_flags;
nmode_t f _mode;
loff_t f_pos;

from linux 2.4.20 include/linux/fs.h——



A look inside: Linux:

struct file_operations {
struct nmodul e *owner;
loff_t (*Ilseek) (struct file *, loff_t, int);
ssize_t (*read) (struct file *, char *, size_t, loff_t *);
ssize_t (*wite) (struct file *, const char *, size_t, loff_t *);
int (*readdir) (struct file *, void *, filldir_t);
unsigned int (*poll) (struct file *, struct poll_table_struct *);
int (*ioctl) (struct inode *, struct file *, unsigned int, unsigned |Iong);
int (*rmap) (struct file *, struct vmarea_struct *);
int (*open) (struct inode *, struct file *);
int (*flush) (struct file *);

from linux 2.4.20 include/linux/fs.hn——

Conclusion:

Processes keep track of their open files

Open files are kept in a numbered list

File operations are abstract

Os fills file operations with implementation

Network vs. File example: Coffee!:

sprintf(buffer,"There's_coffee_available!");
sock=connect UDP(" 255. 255. 255. 255", "51966") ;
n=send(sock, buffer, strlen(buffer)+1, 0);

cl ose(sock);

h = open("thefile", O RDWR O CREAT);
wite(h, buffer,length_of _buffer);
cl ose(h);

Network example: connectUDP:

int connect UDP(char *host,char *service)

{

struct hostent *phe; /* pointer to host information entry */
struct servent *pse; /* pointer to service information entry */
struct protoent *ppe; /* pointer to protocol information entry*
struct sockaddr_in sin; /* an Internet endpoint address */
int s, type; /* socket descriptor and socket type */

pse = getservbynane(service, "UDP"); sin.sin_port = pse->s_port;
phe = get host bynane(host);

nmencpy((char *)&sin. sin_addr, phe->h_addr, phe->h_| ength);

ppe = get prot obynane(protocol); type = SOCK_DGRAM

s = socket (PF_I NET, type, ppe->p_proto);

connect (s, (struct sockaddr *)&sin, sizeof(sin);

return(s);

Networks: An Overview:
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Network Types:WANSs:

e Traditional: Circut Switching and Packet Switching
e Frame Relay: less error control, higher data rate

o ATM: fixed cells

Network Types:LANS:

e Token Ring



e Ethernet

o Wireless LAN

Network Protocols:
Protocols define:

e Syntax: Data Format, Signal Levels
e Semantics: Control Information for coordination and egontrol
e Timings: Sequencing, Transmission Speed, Timeouts

A Protocol Architecture: Set of protocols used togetherimaular architecture. —
A simple protocol architecture:

Computer X Computer Y
File transfer Files and file transfer commands File transfer
application [€-mmmmmmmmmmmmmmmmmmmmees > application

C oafi Cy s -related data units Communications|

- E
service module service module
Network access Communications Network access
module Network interface network Network interface] ___module
logic logic

Network Layer Model:
A Simple Model:

e Network Access Layer: Network (hardware) dependent, adrgs
e Transport Layer: Reliable data exchange

e Application Layer: Application dependent (Service AccBsints)

Each layer only communicates with adjacent layers —
A simple protocol architecture:
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Constructing Packets:
Protocol Data Units:

e Constructed from the data of the next higher layer and aufditicontrol information

Example:

e Transport PDU adds SAP identification, sequence numbermaddetection infor-
mation to Application PDU.

e Network PDU adds adressing and optional priority informiatio Transport PDU



PDUs in the simple control architecture:
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TCP/IP Protocol Architecture:

e 5layer architecture: Application, Transport, Internegtork, Physical

e TCP/IP accepts almost all Network and Physical Layers: BPRS, ATM, SONET,
INMARSAT

o Application layer exists in multiple implementations: S¥Streams is one, sockets
is another

TCP/IP Protocol Architecture:
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OSI Protocol Architecture:

e Standardized by ISO

e 7 layer architecture: Application, Presentation, Sessimansport, Network, Data
Link, Physical

e Connection-oriented

e Hardly implemented, classic example of a “failed” standsation effort

OSI Protocol Architecture:
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Figure 2.6 The OSI Environment

TCP/IP vs. OSI:

(01 § TCP/IP
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Internet .
Network Firmware
. Detwork Operating
Data Link Access Hardware 5
System
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Standards:

Standards Organizations: Internet Society, ISO, ITU-EHBE ATM Forum,. ..

Standardization Process

Standardization is a form of business war

Standards always come too late

Often, De-facto standards are “promoted”. Example: EtbiernIEEE 802.x

Internet Standards:

e Responsibility: Internet Society

Internet Architecture Board (IAB): Defines overall architgre

Internet Engineering Task Force (IETF): Develops new ot

Internet Engineering Steering Group (IESG): Manages statizhtion process

Internet Corporation for Assigned Names and Numbers (ICANMaintains
operational information

Internet Standards: Process:

e |ETF Internet Draft: Review period for 6 months
e Request For Comment: Approved by IESG, Internet standard
e Examples:

— RFC 821: Simple Mail Transfer Protocol (SMTP)
— RFC 2616: Hypertext Transfer Protocol (HTTP)
— RFC 2026: Standardization Process

Internet Standards: Process Flow:

10
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Physical Layer: Transmission:
(for computer scientists only. See Adv. EE for the real thling

e Terminology
e Data Transmission

e Problems

Terminology:

e guided media vs. unguided media
e point-to-point vs. multipoint

e simplex, half-duplex, full-duplex

Discrete vs. continuous signals:

11
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Periodic signals:

Amplitude (volts)

period =T=17

(a) Sine wave

Amplitude (volts)
-
H

Frequency Domain:

e Signals can be constructed by adding signals of multiplgufeacies.

o Example:s(t) = 2 (sin(2r ft) + £ sin(27(3f)t))

Addition of signals:

12
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Terminology:

amplitude, frequency, period, phase, wavelength

fundamental frequency, spectrum

absolute bandwidth, effective bandwidth

dc component

Bandwidth-limited square wave:
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Data Transmission:

Data: Thing to be transmitted

Signal: Physical propagation

Transmission: Sending data by signals

e Analog: Audio, Video

Digital: text (ASCII/IRA)

Analog over digital communication system: CODEC
Digital over analog communication system: Modem

Audio Spectrum:

Upper limit
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Transmission Problems:

Attenuation
N = —10log,, f5ut
Delay Distortion: frequency-dependent phase shift

Noise: Thermal, intermodulation, crosstalk, impulse

e Channel capacity:

— 4 concepts: Data rate, Bandwidth, Noise, Error rate
— Goal: try to relate these concepts

Nyquist Bandwidth:

AKA sampling theorem: Witt2 f sampling frequency, signals up facan be reconstructed.
Assumption: Noise-free channel

Idea: Use the theorem “backwards”: Either change signabbr+ two symbols per wave-
length~» 2B symbols can be transmitted i bandwidth.

By using more than two symbols (e.g. voltages), the datacatebe furter extended? =
2Blogy, M

Shannon Capacity:

e Problem: Nyquist's assumption is a noise-free channel

With noise present in the channel, “faster” transmissi@dseto “smaller” bits that can be
“damaged” by noise more easily.

Signal-to-Noise Ratiof SN R) 4, = 101log,, %&%{

ShannonC' = Blog,(1+ SNR)

Electromagnetic Spectrum:

15



Frequency

Hertz) 10> 10 10 105 10° 107 10°  10° 10" 10! 10 10 10 10"
ELF | VF | VLF[ LF | MF | HF | VHF | UHF | SHF | EHF |
T | I > >
Power and telephone Radio i Microwave Infrared
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Figure 4.1 Electromagnetic Spectrum for Telecommunications

Transmission Media:

e Guided: Twisted-Pair cabl, Coaxial Cable, Optical Fiber

e Wireless: Terrestrial Microwave, Satellite Microwave pBdcast, Infrared

Guided Media:

J———
v wether P e o
Zonen e o il
oy e e

during construction (a) Twisted pair

Outer conductor  OUer sheath

conductor is sli
—Separated by insulating material
—Covered by padding

(b) Coaxial cable

Jacket
Core Cladding

AN

7

Angleof  Angleof
incidence  reflection

e Langle is

ciriti
—Small sze and weight absorhed in jacket

(©) Optical fiber

Figure 4.2 Guided Transmission Media

Guided Media: Bandwidth:

16
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Figure 4.3 Attenuation of Typical Guided Media

Optical Fiber Modes:

Tnput pulsc

Output pulse
mm ~ r
() Step-index multimode
Input pulse Output pulse
e —e—ec—c——»
(b) Graded-index multimode
Input pulse Output pulse

(c) Single mode

Figure 4.4 Optical Fiber Transmission Modes

Wireless:

e Terrestrial Microwave
— Attenuation:L = 10log (%)2 dB
— Distance Ruled = 7.14v/ Kh with K =~ 4/3.

Satellite Microwave
Broadcast Radio

e Infrared

Coding Schemes:

17



NRZ-L

NRZI

Bipolar-AMI |
Pseudoternary
Manchester

Differential
Manchester

Figure 5.2 Digital Signal Encoding Formats

Coding Schemes: Definitions:

e NRZ-L: no voltage:0 voltage:1

e NRZI: constant on 0, invert on 1 (differential encoding)

e hipolar-AMI (alternate mark inversion): 0: no signal, 1ghior low pulse
e pseudoternary: 1: no signal, O: high or low pulse

e Biphase: Manchester: 1: low-high, O: high-low

o Differential Manchester: 0: with transition, 1: withouatrsition

e Biphase coding results in higher modulation rate with samslymbol rate

Coding Schemes: Modulation Rate:

5 bits =5 psec

< >
1 1 1 1 1
NRZI
<4 »
1bit=
1 signal element =
1 psec
Manchester
» 4 »
1 bit= 1 signal element =
1 psec 0.5 psec

Figure 5.5 A Stream of Binary Ones at 1 Mbps
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Coding Schemes: Terms:

e Relevant factors for communication:
— Signal-to-noise ratio (SNR)
— Datarate
— Bandwidth

An increase in data rate increases the Bit-Error-Rate (BER)
An increase in SNR decreases the BER

e Anincrease in bandwidth allows an increased data rate

Coding Schemes: Terms:

e Coding schemes can be analyzed according to the followiteyier.

— Signal Spectrum

Clocking
Error Detection

Signal Interference
— Cost and Complexity

Coding Schemes: Error rates:

10! ——
N \\ AMI, pseudoternary,
2 10° N ASK, FSK
o}
a
5 3
g 103
2 NRZ, biphase
2 104 PSK, QPSK
=)
z
3
‘é 105
v 3dB
106 \ A\

107

01 23 4567 8 9101112131415
(Ey/No) (dB)

Figure 5.4 Theoretical Bit Error Rate for Various Encoding Schemes

Coding Schemes: Scrambling:
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Figure 5.6 Encoding Rules for B8ZS and HDB3

Modulation: Digital over Analog:

(@) Amplitude-shift keying

(b) Frequency-shift keying

(6) Phase-shift keying

Figure 5.7 Modulation of Analog Signals for Digital Data

Analog over Digital:

e Pulse Code Modulation

e Delta Modulation

e Problems: Quantisation noise

e PCM Quantisation SNR20 log 2™ + 1.76dB for linear PCM

e Better: nonlinear encoding, e.g. through companding fanct

Modulation: Analog over Analog:

20



o Amplitude Modulation (AM)

Angle Modulation: Frequency (FM) or Phase (PM) modulation.
Quadrature Amplitude Modulation (QAM)

Spread Spectrum: Frequency Hopping, Direct Sequence

Finally: Data Communication !:

e Synchronous, Asynchronous Transmission
o Interfaces: V.24/EIA-232-F (AKA RS-232)
o ISDN: Differential Signals

Finally: Data Communication !:

e Synchronous, Asynchronous Transmission
e Interfaces: V.24/EIA-232-F (AKA RS-232)
e ISDN: Synchronous, Differential Signals

Where are we now?:

(01 § TCP/IP
Application
Application
Presentation kB Us
ser
Space
Session
. Software
T'ransport
Transport |(host-to-host)|
Internet .
Network Firmware
. Detwrork Operating
Data Link Access Hardware

System

Physical Physical

Error Detection and Correction:
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e Parity: add parity bit, number of 1-bits even for even patityt only detects single-bit errors.
e Hamming Code: More parity bits, detects and corrects errors

— m: number of data bits, p: number of redundancy bits, p+mtbite transmitted.

— 2P > m+ p+ 1, i.e. for 7-bit ASCII, 11 Bits are to be transmitted.

— check bits are positioned at positbre, 4, ..., 2" in the bitstream

Hamming Code Calculation:

e The redundancy bit at positianis calculated as the parity of all data bits that contirin
their binary representation of their sequence number.

e for 7-bit ascii, the first redundancy bit contains the padfydata bits 3, 5, 9 and 11. The
second redundancy bit contains the parity of the data bits Band 11 and so on.

Hamming Code Calculation (2) :

e If not, we receive the binary address of the faulty bit and camect it.
e example:send10111001001,received10011001001

e 1 (positions1357911)=1¢2(23671011)=1c3(4567)=0c4B 21)=0c4c3c2cl
=(0011)=3-> bhit 3wrong.

e — The Hamming code can correct 1-bit-errors.
e Keyword: Forward-Error-Correction (FEC)

Error Detection and Correction:

e Arithmetic Checksum: Add all byte values (modulo 255), aédte negative of the sum, add
as checksum. On the receiver side, add all including cheeksu

e Drawback: does not detect sequence errors
e Cyclic Redundancy Check (CRC)

CRC: The idea:

e Cyclic Redundancy Check (CRC)

— Given k-bit message, the transmitter creates a n-bit segu@rame Check Sequence)
so that the resulting k + n bit frame is divisible by a predsieed number.

— The receiver then divides the block by the number. If a residfu0 is calculated, the
test passes and it is assumed that there was no error.

22



CRC: The Details:

Modulo-2-arithmetic: add and substract without carry

T = (k + n)-bit frame to be transmitted, < &
e M = k-bit-message, the firétbits of T'.

e F = n-bit-FCS, the last bits of T’

P = pattern ofn + 1 bits, this is the divisor
T=2"M+F

CRC: The Details (2):

2" M R
iz = Q+ 2 useR as FCS

T = 2"M + R isthis OK as FCS?
T _ 2"M+R
P P
T R R
P - YTETH
T . .
P = Q+ RLPR = @ due to mod-2 arithmetic

CRC: WhatP?:

e P is one bit longer than the desired FCS and both the high-@deérthe low-order bit of?
should be 1.

e With a goodP, the CRC can detect the following:
— singe-hit errors
— double-bit errors as long &3 has at least 3 ones.
— Any odd-number of errors as long &containsl 1 as a factor.
— Any burst error for which the length of the burst is less thHamlength ofP.
— Most larger burst errors

Error Control:

e Possible errors: Lost frame, damaged frame

e Error Detection

23



e Positive Acknowledgement
e Retransmission after timeout

Negative acknowledgement and retransmission

automatic repeat request (ARQ)

ARQs:

e Stop-and-Wait ARQ: Each frame is acknowledged

e Go-back-N ARQ: Sliding Window Flow Control. If a damagedrfrais received, the frame
and all subsequent frames are retransmitted.

e Selective-Reject ARQ: Only retransmit frames with negaticknowledgements

Data Link Control Protocols:

HDLC (High-level data-link control protocol) (ISO 3009,084335)
LAP-B (Link Access Procedure, Balanced) Subset of HDLCduee X.25
LAP-D (Link Access Procedure, D-Channel) by ITU-T as partRIDPN
LLC (Link Level Control) Part of the IEEE 802 protocol family

e Frame Relay

Asynchronous Transfer Mode

Data Link Control Protocols: HDLC:

e Widely used, basis for many other data link control prote¢t/AP-B, LAP-D)
e HDLC defines:

— Three station types: Primary, Secondary, Combined
— Two link configurations: Balanced, Unbalanced

— Three transfer modes: Normal response mode (NBM), Asymdu® balanced mode
(ABM), Asynchronous response mode (ARM)

HDLC Frame Format:

24
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Figure 7.10 HDLC Frame Structure

HDLC Frame Format:

Flag | Address Control Information FCS Flag

<+—8—»<4+—8—»<4—S8or 16 ><4¢——variable—»<4¢——16 or 32—><4+—8—>
bits extendable

(a) Frame format

HDLC Frame Format:

1234567 8 910111213141516 8n
Lo] [o] [ --- [

(b) Extended Address Field

HDLC Frame Format:

1 2 3 4 5 6 7 8
I: Information I 0 | N(S) |P/F| N(R) I

N(S) = Send sequence number
N(R) = Receive sequence number

S: Supervisory I 1 | 0 I S | PfFl N(R) I S = Supervisory function bits
M=L ed function bits

P/F = Poll/final bit

U: Unnumbered I 1| ll M |PIF| M I

(c) 8-bit control field format

HDLC Frame Format:
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
0| N(S) IP/Fl N(R) I

Information

Supervisory | 1 | 0 I S | 0 | 0 | 0 I 0 IP/Fl N(R) I

(d) 16-bit control field format

HDLC Bit Stuffing:

Original Pattern:

111111111111011111101111110

After bit-stuffing
1111101111101101111101011111010

(@ Example

=] roa]  tomsmitt Fame

[fa] e Toa]  Recived Brume
(b1 Anaverted bi sl frame n i

[Fras] ras] [fea]  Trassoited Frame

[fa] Toa]  Recived Fume

(©) An inverted bit merges two frames

Figure 7.1 Bit Stuffing

HDLC Bit Stuffing:

Original Pattern:

111111111111011111101111110

After bit-stuffing
1111101111101101111101011111010

(a) Example
HDLC Bit Stuffing:
|Flag | |Flag | Transmitted Frame
l—Bit inverted
|Flag | |Flag | |Flag | Received Frame

(b) An inverted bit splits a frame in two
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HDLC Bit Stuffing:

|Flag | |Flag | |Flag | Transmitted Frame

[—Bit inverted

|Flag | |Flag | Received Frame

(¢) An inverted bit merges two frames

HDLC Protocol Flow:

(@ Reject recovery (e) Timeout recovery

Figure 7.12 Examples of HDLC Operation

HDLC Protocol Flow:

>
=

Time-
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o

(a) Link setup and disconnect
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HDLC Protocol Flow:
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(b) Two-way data exchange

HDLC Protocol Flow:
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(c) Busy condition

HDLC Protocol Flow:
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(d) Reject recovery

HDLC Protocol Flow:

L2y
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e

Time-
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(e) Timeout recovery

Link Layer: Local Area Networks:

e Examples: Token Ring, Ethernet, FC-AL, Wireless LAN
e Applications: PC Lan, Storage Area Networks, High-perfance computing
e Protocol Architecture: IEEE 802 Reference ArchitecturéA®tand LLC

IEEE 802:

e Protocol Architecture: IEEE 802 Reference Architecture

— physical layer (as in OSlI)
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— medium access control (MAC) : Assemble frames, control s&¢e communication
media, disassemble frames and check for errors.

— logical link control (LLC) : Perform flow and error controlrgvide interface to higher
layers

Ethernet in the protocol context:

| Application data Application Layer
! 1
! l
! I
-'rcr ! S
header : TCP Layer
l l
I
3 ‘ !
| PLayr
I
l
‘ i
TLC , .
! LLC Layer
I
I
|

MAC ~
.

“+——TCP segment————————»

MAC
header
| i

<———LLC protocol data unit————————————»
MAC

Figure 13.2 LAN Protocols in Context

LAN topologies:

inati Repeater
Flow of data Terminating
- - > resistance
1}
|

(b) Tree

(d) Star

Figure 13.3 Local Area Network Topologies

LAN topologies:
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Tap

Flow of data Terminating
______ > resistance
(a) Bus
LAN topologies:
4 — — — — — — » I
. -+ — — — — — — » I
Headend
4
<« - - - - —>Vv 1
(b) Tree
LAN topologies:
Repeater j
. Ve - =~ ~
Station , N
[
/
7
— j
(c) Ring
LAN topologies:
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Central Hub, Switch,
or Repeater

Jaby

(d) Star

Medium Access Control:

e Round Robin: Token Bus (IEEE 802.4), Token Ring (IEEE 802R&quest/priority (IEEE802.12)
e Reservation: rarely implemented in LANs (IEEE 802.6: DQDB)
e Contention: CSMA/CD (IEEE 802.3), CSMA(/CA) (IEEE 802.11)

Ethernet:

Standards: IEEE 802

Ethernet on cables: IEEE 802.3

different standards/cables/speeds/connectors...

e 10BASES5: Yellow Cable, 10 mbps (old)

e 1000Base-SX: Multimode Glassfiber, 1000 Mbps, 770-860 nreleagth (IUB Backbone)

Ethernet Frames:

e Preamble and SFD

e Destination Address: 48 Bit

e Source Address: 48 Bit

e Length/Type Code: 16 Bit

e LLC Data

e Ethernet Checksum: 32 Bits

e length: 64 to 1518 bytes (excluding SFD and preamble)
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Ethernet Frame:

46 to 1500 octets

7 octets 1 6 6 2 0 0 4

3
DA | SA |Leng|n| LLC Data FCS I

a
d

Figure 14.2 IEEE 802.3 Frame Format

Other things to know about Ethernet:

Special Address: ff:ff:ff:ff:ff;ff (Broadcast address)
CSMA/CD (Carrier Sensed Multiple Access / Collision Deject
Length Limits depending on cable types/ethernet standard

Number of stations sometimes limited (in bus connections)

Ethernet Repeaters connect segments
e Ethernet Bridges connect collision domains

CSMA/CD:

1. If the medium is idle, transmit
2. If the medium is busy, wait for the medium to become idlenttransmit immediately

3. Listen while transmitting. If a colision is detected,nsanit a brief jamming signal (so that
everybody notices the collision) and then stop.

4. Wait a random amount of time, then try again from step 1

CSMA/CD Operation:
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Figure 14.1 CSMA/CD Operation

Token Ring (IEEE 802.5):

Figure 14.5 Token Ring Operation

Token Ring (IEEE 802.5):

Token
A

1)
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Token Ring (IEEE 802.5):

(2)

Token Ring (IEEE 802.5):

Token Ring (IEEE 802.5):
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“4)

Token Ring (IEEE 802.5):

)

Token Ring (IEEE 802.5):
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Token Ring (IEEE 802.5):

Token Ring (IEEE 802.5):
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Token Ring (IEEE 802.5):

Token Ring Frame Format:
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Bridges:

LAN A

Frames with
addresses 11 through
20 are accepted and
repeated on LAN B

Station 1 Station 2 Station 10 oo
Frames with
addresses 1 through
10 are accepted and
repeated on LAN A
LAN B
Station 11 Station 12 Station 20
Figure 13.14 Bridge Operation
Bridges: Internal:
User | User
Lc | LLC
MAC MAC
Physical Physical

(a) Architecture

fefs
oty LLCH

13,14, 15, lg [MAC-H[LLC-H| UserData__ |MAC-T|

(b) Operation

Figure 13.15 Connection of Two LANs by a Bridge
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System of Bridges:

Station 1 Station 2 Station 3

== ===
—— — ——
LANA
Bridge Bridge Bridge
101 107 102
LANB | LANC |
Bridge Bridge Bridge Bridge
103 104 105 106
LAND | LANE | LANF | LANG |
=== == == =
E———¥
Station 4 Station 5 Station 6 Station 7

Figure 13.16 Configuration of Bridges and LANs,
with Alternate Routes

Loop of Bridges:
Station B
LANY
..... > € -———
A RN
Bridge Bridge
o B
? D
LANX | Nl b

==
—
Station A

Figure 13.17 Loop of Bridges

TCP/IP:

e |P: Internet Protocol

TCP: Transmission Control Protocol

Many other protocols: ICMP,IGMP,0SPF,RSVP,FTP,BGP, ABRP®,SMTP,MIME,
SNMP,HTTP,Sun-RPC,POP-3,IMAP,XNTP.. ..

e Standardization by IETF RFCs
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e |P: Two Versions IPv4, IPv6
e |Pv4: currently used, IPv6 about to be introduced

TCP/IP Protocol Context:

MIME

| BGP | | FTP | |HTTP| |SMTP| |TELNET| |SNMP|

TCP ” UDP |

| ICMP| | IGMPl | OSPF | | RSVP |

1P

Figure 15.1 Internetworking Protocols in Context

TCP/IP Operation:

LAN 1 LAN2

X.25 Packet-
switched WAN

(e ) (e )|
= Router Router
End system X) (Y) End system

(A)
TCP TCP
P 1P 1P 1P
t t t7 ti2 t3 tig
LLC LLC | X.25-3 X.25-3 | LLC LLC
L s ty ti tiy ti7
MAC MAC | X.25-2 X.25-2 | MAC MAC
3t to tio tis tie
Physical Physical| Physical Physical | Physical Physical

Internetworking design issues:

Routing

Datagram Lifetime

Fragmentation and Reassembly
e Error Control
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e Flow Control

IP V4 Header:

Type of Service

16 19

Total Length

31

Identification

Flags Fragment Offset

Time to Live

20 octets

Protocol

Header Checksum

Source Address

Destination Address

Options + Padding

IP V4 Addressing:

Subnetting:

Figure 15.6 IPv4 Header

E Network (7 bits)

Host (24 bits) I

Network (14 bits)

Host (16 bits) I

T

| 110 ‘ Network (21 bits) Host (8 bits) I
L
T T

| 1110 ‘ Multicast I
L
T

| 11110 ‘ Future Use I
L

Figure 15.7 IP Address Formats
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LANX

Subnet number: |

Net ID/Subnet ID: 192.228.17.32

Rest of
Internet

o

R1

Host number: |

1P Address: 192.228.17.33

o

1P Address: 192.228.17.57
Host number: 25

IP Address: 192.228.17.65
Host number; 1

Net ID/Subnet ID: 192.228.17.64
LANY  Guonet number: 2
C
Q R2

LANZ
D

IP Address: 192.228.17.97
Host number: 1

Net ID/Subnet ID: 192.228.17.96
Subnet number: 3

Figure 15.8 Example of Subnetworking

ICMP:

o s 16 a o 16 a1
T T I | [ T [ G |
Tnused [ Toenamer Sequence Number |
I TP Header + 64 bits of original datagram | I Originate Timestamp |
(@) Destnation Unreachable; Time Exceeded: Source Quench © Timestamp
o s a o a1
| T T Cheosam | Checksum
[Poimer | ] | e
TP Header + 64 bits of original datagram | mestamp
(b) Parameter Problem stamp
Transmit Timestamp
© Timestamp Repty
o a
[Com Coe Cheosam |
Bt | v 1 a
[P icador + 6% bits of original datagram | [T | o Gl |
— I Taeniifer Sequence Number |
(@) Address Mask Request
o " a
[Com Cae Cheosam | o 6 3
[ Toemier Sequence Number__| [T | e Gt |
Optional data | [ Taentifier Sequence Number |
(@) Ech, Echo Reply [ Address Mask ]

(h) Address Mask Reply

Figure 15.9 ICMP Message Formats

IPV6:

[ )

e Improved Option Mechanism: optional headers
e Address autoconfiguration

e Increased address flexibility

e Ressource Allocation

IPv6 Header Structure:
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IPv6 header:

—
IPv6 header

Hop-by-hop
options header

Routing header

gment header

Destination options
header

TCP header

Application data

Figure 15.10 IPv6 Packet with Extension Headers

Octets:

Variable

Variable

Variable

20 (optional variable part)

Variable

(containing a TCP Segment)

Traffic Class

16

Flow Label

— -
Next Header field

24 31

Payload Length

Next Header

Hop Limit

40 octets

Source Address

10 x 32 bits

Destination Address

IPv6 optional headers:

Figure 15.11 IPv6 Header
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0 8 16 31 0 8 16 24 31

[Next Header | Hdr E: Next Header [Hdr Ext Len[ 0 [Segments e
Reserved
One or more options
Address[1]
(a) Hop-by-hop options header;
destination options header Addressi2]
0 8 16 29 31
[Next Header| Reserved | Fragment Offset [resM . . .
Tdentification
. . .
(b) Fragment header . . .
0 ] 16 31 Addressin]
[Next Header | Hdr Ext Len[Routing type] Te

type-specific data (d) Type 0 routing header

(¢) Generic routing header

Figure 15.12 IPv6 Extension Headers

Multicasting:

Multicast server

Group member Group member

Figure 15.13 Example Configuration

Multicasting:
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(a) Spanning tree from source to multicast group (b) Packets for

Figure 15.14 Multicast Transmission Example

Multicasting:

0 4 8 16

Versionl Type | Unused Checksum

Group Address (Class D IPv4 address)

Figure 15.16 IGMP Message Format

Routing:Characteristics:

e Correctness

e Simplicity

e Robustness: against failures of links, overloads
e Stability: predictable behaviour

e Fairness: every packet (or station) is equal

e Optimality: e.g. maximise throughput

e Efficiency

Routing:Strategies:

Fixed Routing
Flodding
Random Routing

e Adaptive Routing
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Routing:ARPANET:

First Generation (1969): Distributed adaptive routing

— uses estimated delay (outgoing queue length) as perfoeaiterion
— distributed Bellman-Ford: Every node maintains one matx

Second Generation (1979): measured delay

— uses measured delay (and link data rate) as performane&anit
— Dijikstra’s Algorithm: Every node maintains full matrix row

Third Generation (1987): new link costs function

smoothed estimated link ultilization as performance dote

Routing: Protocols:

MIME

| BGP | | FTP | |HTTP| |SMTP| |TELNET| |SNMP|

TCP ” UDP |

| lCMPl | IGMPl | OSPF | | RSVPl

P

Figure 16.1 Internetworking Protocols in Context

Routing: Autonomous Systems(AS):
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Subnetwork
21

Autonomous System 1
Autonomous System 2

Interior router protocol e———»
Exterior router protocol #= — — — B

Figure 16.2 Application of Exterior and Interior Routing Protocols

Routing: Protocols:

e Border Gateway Protocol (BGP): RFC1771 (BGP-4) exteriatepprotocol for AS

e Open Shortest Path First (OSPF): RFC2328 interior routs#opol for AS, successor of Rout-
ing Information Protocol (RIP)

e Integrated Service Architecture (ISA): RFC1633

e Resource Reservation (RSVP): RFC2205 for multicast agiidios

Routing: BGP:

Octets Octets
16 Marker 16 Marker
2 Length 2 Length
1 Type 1 Type
1 Version 2| Unfeasible Routes
2| My Autonomous
System |
R N variable | Withdrawn Routes '
2 Hold Time |
L
2 “Total Path
- Attributes Length
4| BGPIdentifier

variable | Path Attributes !
| |

1 [Opf Parameter Length

variable | Optional Parameters |

() Open Message

Octets
16 Marker 1 Marker
2 Length 2 Length
1 Type 1 Type
. 1 Error Cade
(©) Keepalive Message 1 Error Subeode

|
variable | Data !

[

() Noti

Figure 163 BGP Message Formats
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Routing: OSPF example AS:

Figure 164 A Sample Autonomous System

Routing: OSPF graph for AS:

Figure 16.5 Directed Graph of Autonomous System of Figure 16.4

Routing: SPF tree:
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N2 N13
[

N14
7

Figure 16.6 The SPF Tree for Router R6

IP over Ethernet: SNAP:

e SNAP: Sub Net Access Protocol is used to transmit IP over worktthat already knows
addresses, i.e. a sub network.

e ARP (Address Resolution Protocol) is the protocol that ffiess a subnet station address for
a given IP address.

e RARP (Reverse ARP) is a protocol that identifies an IP addiarsa given ethernet address
and was one of the predecessors of DHCP (Dynamic Host Corafign Protocol).

IP over Ethernet: SNAP:

e ARP uses broadcast packets to find the ethernet address feeral® address by “asking
around”.

e In order to avoid too many ARP broadcasts, all stations usgsRx cache.

Security risks of ARP:

e Proxy-ARP: One station can handle traffic for another statio

e ARP-Cache-Poisoning: As ARP is implemented statelesssaaakswered by directed packets,
answers can be given before the question was even asked.

TCP and UDP:
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e TCP and UDP use IP to transmit data
e UDP is the simpler protocol: Unreliable Datagramm Protocol

— The UDP header just contains four fields: Source Port, Detitin Port, Length and
Checksum. Every field is 16 bit wide.

— UDP adds a SAP facility to IP: Every SAP is identified with atgmumber.

— UDP does not provide flow control, ARQ, in-order receptiomplitate detection or any
guarantees.

TCP:

e TCP (Transmission Control Protocol) offers reliable castimm-oriented service.
e Like UDP, it adds a SAP facility using 16 bit Port numbers.
e Unlike UDP, TCP offers:

— Connection Establishment and Termination

Flow Control
- ARQ
Ordered Delivery

— Duplicate Detection

TCP Header:

Source Port Destination Port

Sequence Number

20 octets

Acknowledgement Number

ufa
R|C
GlK

P
s
H

R
s
T

B
Y
N

F
1 Window
N

Data
offset

Reserved

Checksum Urgent Pointer

Options + Padding

Figure 17.11 TCP Header

Transport Flow Control:

e Problem: On the transport layer, flow control is harder tolengent than on the link layer as
not only the destination may overflow but every link segmebeiween. Possible strategies
(for the receiving transport entity) are:

— Do nothing. Packets will be lost, ARQ will do resends, traffil slow down.
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— Refuse to accept packets. This is the propagated back tmkiayer which will use its
means of flow control.

Transport Flow Control:

e Use a fixed sliding-window protocol and provide buffers férpmssible sequence numbers.
Only send acknowledgement if a slot is empty.

e Use a credit scheme, i.e. decouple the acknowledgementtfresend credit.

Credit Scheme:

Transport Entity A Transport Entity B
I (Y P X ST (Y P X

B is prepared to receive 1400 octets,
beginning with 1001

A may send 1400 octets

—
T T T LT e
T indom with o cteoolisor  To60r
A shrinks its transmit window with cach —
transmission B acknowledges 3 scgments (600 octets), but is only
prepared to reccive 200 additional acets beyond the
— original budget (i.c., B will accept octets 1601
ctodfoor  boor Taar
— through 2600)
—
T T T e P
— o] o
A adjusts its window with cach eredit [ TTR—
JRTIIT T 00 260,
e
A exhausts ts credit e[zt So00] 001
e —

B acknowledges 5 segments (1000 octets) and

—ehor P restores the original amount of credit

A receives new credit

Figure 17.2 Example of TCP Credit Allocation Mechanism

Credit Scheme:

Octets not yet
Data octets so Window of octets
Data octets already transmitted -« that may be transmitted
L 2 2
\ — —_—
Initial Sequene Last octet Lastoctet  Window shrinks from Window expands
Number (ISN) acknowledged  transmitted  trailing edge as from leading edge
@an-1) segments are sent as credits are received
(a) Send sequence space
Octets not yet
Data octets so Window of octets
Data octets already reccived that may be accepted
L 2 2
\ — —_—
Initial Sequene Last octet Lastoctet  Window shrinks from Window expands
Number (ISN) acknowledged received  trailing edge as from leading edge
@an-1) segments are received as credits are sent

(b) Receive sequence space

Figure 17.3 Sending and Receiving Flow Control Perspectives
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Connection Establishment:

Active Open
d SYN i
= | cLosep | c
h
Close Close

Receive SYN

>
7] EstaB [T

Close
Send FT

)

Legend:

Event
Action

Clase
Receive FIN [ Send FIN
»{ cLosED |4

Figure 17.4 Simple Connection State Diagram

Possible Confusion?:

System A System B System A System B
State/(Command) State/(C d State/(C d State/(C )
CLOSED CLOSED CLOSED CLOSED

(Passive Open)

(Active Oper i (Active Ope
‘le SYNSENT SYNSENT &y, 5~ SYNSENT

ESTAB
%‘ ESTAB ESTAB
ESTAB
() Active/Passive Open (b) Active/Active Open

Figure 17.5 Connection Establishment Scenarios

TCP state diagram:

Active Open or Active Unspecified Passive Open or
‘Open vith Data S Passive Open
Tnitialize S Tnitialize SY

Send SYN

Clear SV Clear SV

= Send SYN, = Send SYN, =
| ACK ACK
.
x

I
Receive ACK
of SYN

N

\

Close  Receive FIN N
Send FIN  Send ACK

FIN WAIT

x| oo | |
| e ACK ke
Reste ETRTeS o

nd ACK

MSL = maximum segment lifetime

Figure 179 TCP Entity State Diagram
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TCP Protocol step by step:

e Connection Establishment
e ARQ

e Flow Control

e Push

e urgent data

e Disconnection

Protocols using TCP:

e daytime

e test protocols: chargen, echo, discard
e SMTP

e POP3

e HTTP

e FTP, Telnet

e SSH
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